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Today there are two 
parallel tracks for 
OpenVMS: 

HPE and VSI
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You can move from 
one track to another 
when you choose.
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With a map, you can pick 
your destination, and 
know what track you 
need to take to get 
there, and where you 
need to switch tracks.
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Possible Destinations

–HPE Integrity i4 Servers:

–HPE Integrity i6 Servers:

–x86 Servers:
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Superdome X MC990 XProliant



OpenVMS Tracks:
HPE OpenVMS on Itanium
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HPE 8.4 
Update 5

HPE 8.4 
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HPE OpenVMS Roadmap
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Sustaining Engineering for 
HPE OpenVMS 8.4

Standard Support for HPE OpenVMS 
8.4 Integrity (with Sustaining 
Engineering) ends December 31, 
2020.

Do you need new patches beyond 
that point?

If so, you may need to plan to change 
tracks by that time.

If not, Mature Product Support without 
Sustaining Engineering will be available 
through at least the end of 2025.
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OpenVMS Tracks:
HPE OpenVMS on Itanium
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HPE 
8.3-1H1

i2

HPE 8.4 
Update 5
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Update 12
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Standard Support
(includes Sustaining Engineering)

Mature Product 
Support Without 

Sustaining 
Engineering

2017 2018 2019

HPE 8.4 
Update 16 No more ECO kits
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OpenVMS Tracks:
VSI OpenVMS on Itanium
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Title only layout
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Advantages of i4 Servers 
over i2

Much faster clock rate:
2.53 gigahertz vs. 1.73 gigahertz

Twice the CPU cores per socket
BL860c i4 (1 blade) = BL870c i2 (2 blades)

i4 system sales through Q1 2018; upgrades 
through Q1 2019

Hardware support through at least Q1 2023
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Integrity
rx2800  i4 

Server

Integrity server blades
BL860c i4, BL870c i4, BL890c i4



OpenVMS Tracks:
VSI OpenVMS on Itanium
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Advantages of i6 Servers 
over i4

Slightly faster clock rate than i4:
2.67 gigahertz vs. 2.53 gigahertz

i6 system sales from 2017 onward
Last Itanium-based platform

Hardware support for a minimum of 5 
years after last sale
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HPE Integrity 
rx2800 i6 

Server

HPE Integrity
BL8x0c i6 

Server Blades



2016 2017 2018 2019 2020

Minimum support commitmentUpgrades

2021

Minimum support commitment

Minimum support commitment

2022 2023

Integrity 
server 
blades

Integrity 
rx2800 
server

i4 server sales

Minimum support commitment

Minimum support commitment

Minimum support commitmenti4 server sales

i6 Integrity server sales (EOS TBD)

i6 Integrity server sales (EOS TBD)

2024 2025

Upgrades

Upgrades

Upgrades

2026

HPE OpenVMS and VSI OpenVMS

HPE OpenVMS and VSI OpenVMS

VSI OpenVMS

VSI OpenVMS

VSI OpenVMS

VSI OpenVMS

HPE Integrity Itanium-based Servers 
roadmap



OpenVMS Tracks:
VSI OpenVMS on Itanium
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OpenVMS Tracks:
VSI OpenVMS on Itanium
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OpenVMS Tracks:
VSI OpenVMS on Itanium
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OpenVMS Tracks:
VSI OpenVMS on x86
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Title only layout
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Title only layout
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Questions?
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Thank you
keith.parris@hpe.com and
rob.eulenstein@hpe.com


